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Mitigation Strategies

Post-Processing Solutions:
� Apply a transformation such that the transformed scores satisfy some metric 

definition. 
� Among all feasible         , we want to use the one that optimizes model performance.
� Careful consideration for position bias.

Equality of Opportunity
� = CDF of the score corresponding to                
� Monotonic Transformation        Unchanged ranking for each group 

Equalized Odds
� = Minimizer of                                   w.r.t. Equalized Odds constraints
� Can be solved as a Linear Program
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Results of Online Experiment

• Score            : PYMK score for top 100 positions

• Label      : Invitation Sent

• Attribute.     : Infrequent and Frequent members
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