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OPTIMAL ALLOCATION STRATEGY (OAS)
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with respect to certain constraints controlling the risk of the experiment
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All neighbors of a treated node are not receiving the same treatment as the treated node
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OASIS EXPERIMENT

: Validation:
1. Randomly assign o and e » Theoretical results for robustness and verified in simulation

+ Works under minimal assumptions.
2. Randomly choose additional nodes 9 * No statistically significant result in A/A test

— Does not work well for dense networks.

* Uniform p-values in A/A test

3. Solve a constrained optimization to assign Q to 9

 Comparing with ego-cluster results (where an ego-cluster experiment is

NETWORK EFFECT IN EXPOSURE REDISTRIBUTION EXPERIMENTS

4. Run experiment and collect data possible)
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